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ABSTRACT
User trust in Artificial Intelligence (AI) enabled systems has been increasingly recognized and pro-
ven as a key element to fostering adoption. It has been suggested that AI-enabled systems must
go beyond technical-centric approaches and towards embracing a more human-centric approach,
a core principle of the human-computer interaction (HCI) field. This review aims to provide an
overview of the user trust definitions, influencing factors, and measurement methods from 23
empirical studies to gather insight for future technical and design strategies, research, and initia-
tives to calibrate the user-AI relationship. The findings confirm that there is more than one way to
define trust. Selecting the most appropriate trust definition to depict user trust in a specific con-
text should be the focus instead of comparing definitions. User trust in AI-enabled systems is
found to be influenced by three main themes, namely socio-ethical considerations, technical and
design features, and user characteristics. User characteristics dominate the findings, reinforcing the
importance of user involvement from development through to monitoring of AI-enabled systems.
Different contexts and various characteristics of both the users and the systems are also found to
influence user trust, highlighting the importance of selecting and tailoring features of the system
according to the targeted user group’s characteristics. Importantly, socio-ethical considerations can
pave the way in making sure that the environment where user-AI interactions happen is suffi-
ciently conducive to establish and maintain a trusted relationship. In measuring user trust, surveys
are found to be the most common method followed by interviews and focus groups. In conclu-
sion, user trust needs to be addressed directly in every context where AI-enabled systems are
being used or discussed. In addition, calibrating the user-AI relationship requires finding the opti-
mal balance that works for not only the user but also the system.

1. Introduction

Various real-world applications of Artificial Intelligence (AI)
have been developed and implemented to improve, for
example, online health platforms (Panda & Mohapatra, 2021),
banking systems (Mohapatra, 2021), businesses, industry
(Mohapatra & Kumar, 2019), and life in general (Abebe &
Goldner, 2018; Banerjee et al., 2021, 2022; Davenport &
Ronanki, 2018). Nevertheless, with this uptake, more concerns
have been raised about certain AI characteristics, such as
being opaque (“black box”), uninterpretable, and biased, and
the risks these characteristics impose (Gulati et al., 2019; Rai,
2020). AI opaqueness, for example, makes it harder to predict
how AI may behave (Bathaee, 2017; Fainman, 2019), may
make back-tracking errors and decisions more difficult
(Bathaee, 2017), and the effort to understand the logic of how
an output is produced harder (Fainman, 2019). These difficul-
ties are amplified with the fact that AI output is suggested to
be inherently uncertain (Zhang & Hußmann, 2021). When
poorly designed or adapted to target users, AI usage could
mislead users into unfair and even incorrect decision-making

(Lakkaraju & Bastani, 2020). Consequently, the real-world
consequences of a failed AI-enabled system can be cata-
strophic, leading to, for example, discrimination (Buolamwini,
2017; Buolamwini & Gebru, 2018; Dastin, 2022; Hoffman &
Podgurski, 2022; Kayser-Bril, 2020; Olteanu et al., 2019; Ruiz,
2019), and even death (Kohli & Chadha, 2020; Pietsch, 2021).
Here, AI-enabled systems are defined as AI systems with
capabilities to improve existing systems’ performance, i.e., AI-
enhanced systems (Boland & Lyytinen, 2017), for example,
recommender systems, and/or AI systems with capabilities to
develop new applications, i.e., AI-based systems (Wuenderlich
& Paluch, 2017), for example, virtual agents and robotic sur-
gery (Rzepka & Berger, 2018).

The potential negative consequences of using AI-enabled
systems have led to a lack of trust by users, and highlighted
the importance of ethics. As Bryson (2019) stresses, AI-
enabled systems are an artifact designed by humans who
supposedly should be held accountable for outcomes
regardless whether humans understand the logic behind a
particular process followed by the systems. As a result,
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efforts have been put into the creation of AI ethics guide-
lines to address this issue (Jobin et al., 2019). Nevertheless,
a review of 84 AI ethics guidelines in different countries
reveals that although there are similarities in the principles
proposed by these guidelines (i.e., transparency, justice and
fairness, non-maleficence, responsibility and privacy)
(Jobin et al., 2019), there are differences in the interpret-
ation, prioritization, and implementation of the ethical
principles. Consequently, AI ethics guidelines can in fact
be misplaced and harmful if the efforts distract the focus
to operationalize ethical AI-enabled systems (Mittelstadt,
2019; Munn, 2022). Efforts thus have been broadened to
the concept of trustworthy AI that includes AI-enabled sys-
tems that are not only ethical, but also lawful and robust
(European Commission, 2019).

Trustworthiness in AI-enabled systems can be achieved
by making sure that the risks associated with certain charac-
teristics of AI-enabled systems are managed (Cheatham
et al., 2019; Floridi et al., 2018). Accordingly, AI developers,
researchers and regulators suggest that AI-enabled systems
must go beyond technical-centric approaches and towards
embracing a more human-centric approach (Shneiderman,
2020a), a core principle of the human-computer interaction
(HCI) field (Xu, 2019; Zhang & Hußmann, 2021).
According to Hoffman et al. (2001), HCI is a multidisciplin-
ary field of study that focuses on the development, evalu-
ation, and dissemination of technology to meet users’ needs
by optimizing how users and technology interact. HCI has
broadened its focus during the third wave of computing
when technology was embedded into practically all sectors
and computers were connected by the internet. Today, HCI
covers computer science, engineering, cognitive science,
ergonomics, design principles, economics, and behavioral
and social sciences to meet rapidly changing user needs
(Rogers, 2012). Importantly, HCI has been used to ensure
trustworthiness of AI in recent years in the form of, for
example, guidelines, frameworks, and principles (Leijnen
et al., 2020; Robert et al., 2020; Shneiderman, 2020a; Smith,
2019). This is because utilizing an HCI approach assumes
an interdisciplinary view of technology (Rogers, 2012), and
thus relies on knowledge from, among others, psychology,
sociology, and computer science to develop strategies to fos-
ter user trust in AI-enabled systems (Corritore et al., 2007;
Robert et al., 2020).

1.1. Research scope

A growing number of researchers argue that fostering and
maintaining user trust is the key to calibrating the user-AI
relationship (Jacovi et al., 2021; Shin, 2021), achieving trust-
worthy AI (Smith, 2019), and further unlocking the poten-
tial of AI for society (Bughin et al., 2018; Cheatham et al.,
2019; Floridi et al., 2018; Taddeo & Floridi, 2018). Despite
trust being a concept widely studied across many disciplines
(Mcknight & Chervany, 1996), the definition, importance
and measurement of user trust in AI-enabled systems are
not yet as well agreed on and studied (Bauer, 2019; Sousa
et al., 2016). Consequently, the terms trust, trustworthy, and

trustworthiness may be addressed without a clear focus and
understanding of how these concepts may play a role in the
interactions between users and AI-enabled systems, as prin-
ciples alone cannot guarantee actual trustworthiness
(Mittelstadt, 2019). Trust is not a direct measure of value
and cannot be framed in a single construct. Instead, trust in
technology is a social-technical construct and reflects an
individual’s willingness to be vulnerable to the actions of
another, irrespective of the ability to monitor or control
these actions (Mayer et al., 2006). In addition, AI-enabled
systems are inherently “complex” (Bathaee, 2017; Fainman,
2019; Mittelstadt, 2019), meaning that their functions and
design elements make it more challenging for users to
immediately understand, accept and justify (Bathaee, 2017;
Fainman, 2019; Mittelstadt, 2019). Even when users feel they
can control a complex system, they are known to misinter-
pret the causality of the elements within it (D€orner, 1978).
These complex characteristics can pose a challenge to
address user trust in AI-enabled systems and risk a trust gap
between users and the systems (Ashoori & Weisz, 2019).
The current review focuses on the user-AI relationship
because AI is likely to amplify the importance of collabor-
ation between the user and the system, in which the system
is one of the collaborative partners in the relationship.

To our knowledge, there is still little research focused on
providing an overview of empirical studies focused on user
trust in AI-enabled systems where the user-AI relationship
is the center point (Xu, 2019). Therefore, our study aims to
contribute to the HCI literature by providing an overview of
user trust definitions, user trust influencing factors, and
methods to measure user trust in AI-enabled systems. HCI
is naturally used as a search term in this systematic litera-
ture review to specifically identify studies that draw on HCI
concepts whilst focusing on the user-AI relationship.
Findings can be used to provide insight for future technical
and design strategies as well as research and initiatives
focused on fostering and maintaining user trust in
AI-enabled systems.

1.2. Research questions

This systematic literature review aimed to answer: how is
user trust in AI-enabled systems defined (RQ1)? What fac-
tors influence user trust in AI-enabled systems (RQ2)? How
can user trust in AI-enabled systems be measured (RQ3)?

2. Methodology

2.1. Literature search and strategy

Our initial quick search on the topic revealed different
approaches to studying user trust in AI-enabled systems. In
addition to allowing others to replicate our study, a system-
atic literature review was chosen because this method pro-
vides an overview of the available empirical evidence by
reviewing the relevant literature on the chosen topic rigor-
ously and systematically with the aim to minimize bias and
produce more reliable results (About Cochrane Reviews, n.d.;
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Tanveer, n.d.). This method has also been used to, for
example, build a theoretical framework for the adoption of
AI-enabled systems (Banerjee et al., 2021, 2022; Panda &
Mohapatra, 2021).

The systematic literature review was conducted in line
with the PRISMA standards for qualitative synthesis (Moher
et al., 2010). For this purpose, two computer science digital
libraries were used: (1) the “EBSCO Discovery Service” and
(2) “Web of Science”. The keywords and search strings were
selected based on the research questions and a pilot search
to ensure all the relevant articles were included. ACM com-
puting classification system (CSS) 2012 was consulted to fur-
ther refine the search terms strategy (Rous, 2012), resulting
in the final keywords chosen as shown in Table 1.

2.2. The study selection

Inclusion and exclusion criteria were developed to define
the scope of the study as followed: (1) published in English
between January 1, 2011 and May 15, 2021, (2) a scientific
article or conference proceeding, (3) empirical, (4) presented
factors influencing user trust in AI-enabled systems, (5) pre-
sented a clear methodology, and (6) a full-text article version
available. The search resulted in a total of 493 articles
(Table 2). A series of virtual meetings were held to review
and discuss the 67 articles included in the full-text screen-
ing. Group consensus was used throughout the article selec-
tion process to resolve any disagreements regarding
eligibility. The first authors (AK, TAB) conducted an add-
itional quality check independently for eligibility. All authors
accepted the final 23 articles to be included in the analysis
and synthesis (Figure 1).

2.3. Analysis and synthesis

Analysis and synthesis were first conducted on three ran-
domly selected articles of the final 23 articles to evaluate the
inclusion and exclusion criteria and determine the synthesis
process. Authors then independently extracted the following
information from the 23 included articles: the title and cit-
ation, author(s), the year of publication, the geographical

location of the data collection/study, the study focus, the
study area/domain/industry, the AI-enabled system being
studied, trust definition, methodology, the method to meas-
ure user trust, number of participants/dataset, and factors
influencing user trust. A series of meetings were held to dis-
cuss the process and results of the analyses. Once all authors
agreed on the results, the first-authors (AK, TAB) quality
checked extracted information from each article for consist-
ency. Common themes of factors influencing user trust were
clustered together using content analysis. Group consensus
was used throughout the analysis and to resolve any
disagreements.

3. Results

Approximately half (52.17%) of the 23 included articles were
published after 2018 (Table 3). Slightly more than half
(56.52%) conducted their studies in the USA and Germany,
and 52.17% of the studies were focused on Robotics and
E-commerce. The included articles cover various types of
AI-enabled systems in which the most common types were
general AI/ML and automated algorithms (30.43%). Almost
78.36% articles focused on assessing, predicting, or augment-
ing antecedents, predictors, critical dimensions and factors
of user trust in AI-enabled systems. Moreover, surveys were
found to be the most common method to measure user
trust (59.56%), either as a standalone or in combination
with interviews or focus groups.

3.1. RQ1: How is user trust in AI-enabled
systems defined?

Seven articles provided trust definitions (Table 4). Eight
articles conceptualized trust, but did not define it (Corritore
et al., 2012; Duffy, 2017; Elkins & Derrick, 2013;
H€oddinghaus et al., 2021; Law et al., 2021; Lee et al., 2021;
Sharma, 2015; Smith, 2016), and the remaining eight articles
neither defined nor conceptualized trust. Four articles used
Mayer’s trust definition (Mayer et al., 2006) (Foehr &
Germelmann, 2020; Glikson & Woolley, 2020; Lin et al.,
2019; Thielsch et al., 2018). Two articles (Hoffmann &

Table 1. The search terms.

(Trustworthy AI OR Trustworthy AI Technology OR Measure Trustworthiness OR Design Trustworthiness OR Explainable AI OR Trust Frameworks)
AND

(Artificial Intelligence OR Machine Learning OR Predictive Model OR Deep Learning OR Neural Network OR Interpretable Machine Learning OR AI Technology OR
Explainable Machine Learning)

AND
(Human Computer Interaction OR hci OR Human-Computer Interaction OR Human-Computer Trust)

AND
(Trust in Technology OR AI Technologies OR Trustworthiness)

AND
(Measure Trust OR Empirical Research OR Trusted Interactions OR Methods OR Tools)

Table 2. Results of the search using EBSCO Discovery Service and Web of Science.

Database search results EBSCO Discovery Service Web of Science

All results 641 articles 16 articles
Peer Reviewed 523 article 16 articles
Language: English 522 article 16 articles
Publication duration: [2011–2021] 478 articles 16 articles
Scientific articles and conference proceedings 478 articles 15 articles
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S€ollner, 2014; Zhou et al., 2020) used Lee and See’s trust
definition (2004). One article (Yan et al., 2013) developed its
own definition in combination with citing trustworthy char-
acteristics from Avizienis et al. (2004).

3.2. RQ2: What factors influence user trust in AI-
enabled systems?

Three main themes were identified from the 23 included
articles: socio-ethical considerations, technical and design
features, and user characteristics (Table 5). Eight articles
identified socio-ethical considerations, 12 articles identified
technical and design features, and 22 articles identified user
characteristics.

3.2.1. Socio-ethical considerations influencing user trust
Preparing and adjusting the environment where an AI-
enabled system was (to be) implemented were suggested as
crucial to ensure initial user trust (Lee et al., 2021). This was
because the development of AI-enabled systems was often
faster than the readiness of their potential users, and a mis-
match of readiness levels might lead to low user trust. It was
suggested to set up mechanisms in place to foster, maintain,
and recover user trust (Binmad et al., 2017), by, for
example, ensuring user data protection (Foehr &
Germelmann, 2020), encouraging high-quality user interac-
tions (Lin et al., 2019), and solution-oriented technical sup-
port (Thielsch et al., 2018). It was also suggested that user
trust was likely to increase over time (Elkins & Derrick,

2013). Therefore, building and maintaining open communi-
cation with users, for example, by requesting ongoing feed-
back of an AI-enabled system being used, was suggested as a
determinant for user trust (Elkins & Derrick, 2013).

Setting up ethical-legal boundaries of AI-enabled systems
was consistently seen as a significant challenge due to
unclear accountability between involved parties and unclar-
ity of a determinant if harm occurred to the users
(O’Sullivan et al., 2019). Accountability for any harm to the
user was put on the manufacturer if a manufacturing defect
was identified, the operator if the use of the system was
implicated, or the person responsible for performing the
maintenance or adjustment if the system failure was rooted
in its maintenance or adjustments (O’Sullivan et al., 2019).
However, in practice, this pragmatic imputation might not
be as simple, for example, in cases where the manufacturer
no longer existed, or where the root-cause of damage was
unclear (O’Sullivan et al., 2019).

3.2.2. Technical and design features influencing user trust
In developing a virtual agent with the purpose to assist and
communicate with a user (e.g., chatbots, embodied conversa-
tional agents, smart speakers), the following technical and/or
design features were found to increase user trust: (1)
anthropomorphism and human-like features, especially ben-
evolent features (e.g., smiling, showing interest in the user)
in an AI-enabled system (Elkins & Derrick, 2013; Foehr &
Germelmann, 2020; Law et al., 2021; Morana et al., 2020),
(2) immediacy behaviours in which the AI-enabled system
could create and project a perception of physical and

Figure 1. PRISMA flow chart of the study selection process.
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psychological closeness to the user (Glikson & Woolley,
2020), (3) social presence of the AI-enabled system (Glikson
& Woolley, 2020; Morana et al., 2020; Weitz et al., 2021),
(4) integrity of the AI-enabled system (i.e., repeatedly satis-
factory task fulfillment) (Foehr & Germelmann, 2020;
H€oddinghaus et al., 2021), (5) additional text/speech output
when communicating with users (Weitz et al., 2021), (6)
providing users with texts rather than a synthetic voice (Law
et al., 2021), and (7) a lower vocal pitch of the AI-enabled
system (Elkins & Derrick, 2013).

Specifically for AI/ML and automated algorithms, the fol-
lowing technical and/or design features were found to influ-
ence user trust: (1) explanations and information regarding:
how the algorithm worked (Glikson & Woolley, 2020), AI’s
actions (Barda et al., 2020; Glikson & Woolley, 2020;
O’Sullivan et al., 2019), reflections of AI reliability (Barda
et al., 2020), model performance (Zhang, Genc, et al., 2021),
feature influence methods, risk factors to predictive models

(Barda et al., 2020), contextual information (Barda et al.,
2020), and interactive risk explanation tools (baseline risk
and risk trends) (Barda et al., 2020), (2) correctness of AI/
ML predictions (Zhang, Genc, et al., 2021), and (3) AI/ML
integrity (H€oddinghaus et al., 2021).

One article, which focused on user trust in complex
information systems, found that system reliability (depend-
ability, lack and correctness of data, technical verification,
distribution of the system) and the quality of the system
information (credibility) influenced user trust (Thielsch
et al., 2018). Importantly, users with high dependency on
the systems and users who had to use the systems, had
no other choice but to trust the systems (Thielsch et al.,
2018). When an information system used a website to
interact with users, multimedia features, security certifi-
cate/logo, contact information, and a social networking
logo were found to be important for user trust
(Sharma, 2015).

Table 3. Overview of the 23 included articles.

Overview N %

The year of publication 2012 1 4.35
2013 2 8.70
2014 1 4.35
2015 1 4.35
2016 2 8.70
2017 2 8.70
2018 2 8.70
2019 5 21.74
2020 5 21.74
2021 2 8.70
TOTAL 23 100

The geographical location of the data collection/study USA 7 30.43
Germany 6 26.09
Multiple countries 5 21.74
Australia 1 4.35
China 1 4.35
India 1 4.35
Netherlands 1 4.35
No information 1 4.35
TOTAL 23 100

The study area/domain/industry Robotics 6 26.09
E-commerce 6 26.09
Healthcare 4 17.39
Business 2 8.70
Application software 2 8.70
Finance 1 4.35
Logistics 1 4.35
Research 1 4.35
TOTAL 23 100

Types of AI-enabled systems General AI/ML and automated algorithms 7 30.43
Virtual agents (e.g., chatbots, embodied conversational

agents, smart speakers)
6 26.09

Websites (e.g., online search, recommender systems) 6 26.09
Software applications (e.g., mobile applications) 2 8.70
Complex information systems 1 4.35
Tracking devices 1 4.35
TOTAL 23 100

Study focus Assessing user trust 18 78.36
Testing or applying user trust models or theories 3 13.04
Developing ethics, regulation and legal framework for user trust 1 4.35
Preventing artificial divide for user trust 1 4.35
TOTAL 23 100

Methods to measure user trust Survey 13 56.52
Survey and interviews/focus group 3 13.04
Literature review 3 13.04
Multiple qualitative methods 3 13.04
Simulation experiment 1 4.35
TOTAL 23 100
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3.2.3. User characteristics influencing user trust
User characteristics dominated the findings and were thus
divided by user inherent characteristics (N¼ 3 articles), user
acquired characteristics (N¼ 4 articles), user attitudes
(N¼ 10 articles), and user external variables (N¼ 6 articles)
(Table 5).

3.2.3.1. User inherent characteristics (i.e., personality traits,
gender, and self-trust). Zhou et al. (2020) found that user
personality traits influenced user predictive decision making
and trust in AI-enabled systems. The study used the big five
personality traits (Gosling et al., 2003) and found that Low
Openness traits (practical, conventional, prefers routine) had
the highest trust, followed by Low Conscientiousness
(impulsive, careless, disorganized), Low Extraversion (quiet,
reserved, withdrawn), and High Neuroticism (anxious,
unhappy, prone to negative emotions). Given that personal-
ity traits were found to influence user trust, a user interface
was suggested to include modules to identify and inform
user personality traits to users. This would allow users to be
aware of how their personality traits influenced their deci-
sion-making when interacting with an AI-enabled system.

Additionally, women were found to be more likely to yield
a higher level of trust in an AI-enabled system (Morana
et al., 2020). Another article looking into user self-trust found
that a user was likely to use their own skills to gather and
analyze information to decide whether to trust a system
(Duffy, 2017).

3.2.3.2. User acquired characteristics (i.e., user experiences
and educational levels). A user’s previous experience with a
provider or producer of an AI-enabled system was found to
influence user trust (Foehr & Germelmann, 2020; Yan et al.,
2013). Positive experiences with a system allowed the user

to be rooted deeply in the provider’s or producer’s ecosys-
tem, enabling the transfer of such trust to other systems
from the same provider or producer. Importantly, a user’s
need or dependency to use a specific AI-enabled system
overruled previous negative experiences with the system,
especially if the negative experiences were predictable (Yan
et al., 2013).

Generally, users without a college education were less
likely to trust an AI-enabled system than those with a col-
lege education (Elkins & Derrick, 2013). The study con-
cluded that this finding might be rooted in the unfamiliarity
with or the perception of non-benevolence of AI-systems.
Nevertheless, the study also found that trust increased over
time along with growing familiarity with the system, includ-
ing when the initial trust level in the AI-enabled system was
relatively low.

3.2.3.3. User attitudes (i.e., user acceptance and readiness,
needs and expectations, judgment and perceptions). User
acceptance and readiness of an AI-enabled system were found
to be key determinants of user trust (Foehr & Germelmann,
2020; Khosrowjerdi, 2016; Klumpp & Zijm, 2019; Smith,
2016). Two studies suggested that addressing challenges such
as artificial divide (Klumpp & Zijm, 2019) and user uncertain-
ties (Hoffmann & S€ollner, 2014) were fundamental for pro-
moting user acceptance and readiness. The first study defined
the artificial divide as the ability or lack thereof to cooperate
successfully with AI-enabled systems (Klumpp & Zijm, 2019,
p. 6). The study outlined that users might be divided by their
motivation (e.g., intention to use) and technical competence
toward AI-enabled systems. Users with low motivation and
low technical competence were the risk group and needed
more attention to enable their acceptance and readiness to use
AI-enabled systems. The study highlighted the importance of

Table 4. Overview of trust definitions from seven articles.

Title Trust definition Trust definition references

Alexa, can I trust you? Exploring consumer paths
to trust in smart voice-interaction technologies
(Foehr & Germelmann, 2020)

The willingness of a party to be vulnerable to the actions of
another party based on the expectation that the other
will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that
other party.

(Mayer et al., 2006)

Building e-commerce satisfaction and boosting
sales: the role of social commerce trust and its
antecedents (Lin et al., 2019)

The willingness of a party [the trustor] to be vulnerable to
the actions of another party based on the expectation
that the other [the trustee] will perform a particular
action important to the trustor, irrespective of the ability
to monitor or control that other party.

(Mayer et al., 2006)

Effects of personality traits on user trust in
human–machine collaborations (Zhou
et al., 2020)

The attitude that an agent will help achieve an individual’s
goals in a situation characterized by uncertainty and
vulnerability.

(Lee & See, 2004)

Exploring trust of mobile applications based on
user behaviors: an empirical study (Yan
et al., 2013)

His/her belief on whether the application could fulfill a task
as expected (the trustworthiness of mobile applications
relates to their dependability, security, and usability).

Own definition and referenced (Avizienis
et al., 2004)

Human trust in artificial intelligence: review of
empirical research (Glikson & Woolley, 2020)

The willingness of a party to be vulnerable to the actions of
another party based on the expectation that the other
will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that
other party

(Mayer et al., 2006)

Incorporating behavioral trust theory into system
development for ubiquitous applications
(Hoffmann & S€ollner, 2014)

The belief that an agent will help achieve an individual’s
goal in a situation characterized by uncertainty and
vulnerability.

(Lee & See, 2004)

Trust and distrust in information systems at the
workplace (Thielsch et al., 2018)

The willingness to depend on and be vulnerable to an
Information System in uncertain and risky environments.

(Gefen et al., 2008; Mayer et al., 2006;
Meeßen et al., 2020; Wang &
Emurian, 2005)

6 T. A. BACH ET AL.



Table 5. The 23 included articles and factors influencing user trust.

Title (alphabetically)

User trust (N¼ 23 articles)

Socio-
ethical considerations

(N¼ 8 articles)

Technical and
design features
(N¼ 12 articles)

User characteristics (N¼ 22 articles)

Inherent characteristics
(N¼ 3 articles)

Acquired
characteristics
(N¼ 3 articles)

Attitudes
(N¼ 10 articles)

External variables
(N¼ 5 articles)

“Let me explain!”: exploring the
potential of virtual agents in
explainable AI interaction
design (Weitz et al., 2021).

�

A comparison of consumer
perception of trust-triggering
appearance features on Indian
group buying websites
(Sharma, 2015)

�

A qualitative research framework
for the design of user-
centered displays of
explanations for machine
learning model predictions in
healthcare (Barda et al., 2020)

�

A review of theory-driven
models of trust in the online
health context
(Khosrowjerdi, 2016)

�

Alexa, can I trust you? Exploring
consumer paths to trust in
smart voice-interaction
technologies (Foehr &
Germelmann, 2020)

� � � � �

An extended framework for
recovering from trust
breakdowns in online
community settings (Binmad
et al., 2017)

�

Brokerbot: a cryptocurrency
chatbot in the social-technical
gap of trust (Lee et al., 2021)

� �

Building e-commerce satisfaction
and boosting sales: the role
of social commerce trust and
its antecedents (Lin
et al., 2019)

� �

Effects of personality traits on
user trust in human–machine
collaborations (Zhou
et al., 2020)

� �

Exploring trust of mobile
applications based on user
behaviors: an empirical study
(Yan et al., 2013)

� �

Human trust in artificial
intelligence: review of
empirical research (Glikson &
Woolley, 2020)

�

Incorporating behavioral trust
theory into system
development for ubiquitous
applications (Hoffmann &
S€ollner, 2014)

�

Legal, regulatory, and ethical
frameworks for development
of standards in artificial
intelligence (AI) and
autonomous robotic surgery
(O’Sullivan et al., 2019)

� �

Logistics innovation and social
sustainability: how to prevent
an artificial divide in human-
computer interaction (Klumpp
& Zijm, 2019)

�

Online trust and health
information websites
(Corritore et al., 2012)

�

(continued)
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analyzing artificial divide elements (e.g., rejection of an AI-
enabled system) and addressing challenges properly (e.g., early
stage user involvement, training, enhanced user experience
and empowerment) to foster user trust and prevent mistrust
(Klumpp & Zijm, 2019). The second study suggested that user
uncertainties had to be addressed by identifying and prioritiz-
ing the uncertainties and their antecedents in relation to a
specific AI-enabled system, improving user understandability,
sense of control, and information accuracy (Hoffmann &
S€ollner, 2014). A decrease in user uncertainties was
suggested as an increase in user trust towards the specific AI-
enabled system. Ironically, another study found that perceived
imposition or inescapability of AI-enabled systems in general,
i.e., a belief that AI-enabled systems would be a part of human
daily life nonetheless, would initiate user trust as users per-
ceived that trusting the systems was the only option (Foehr &
Germelmann, 2020).

User needs and expectations of AI-enabled systems
included user intention to use an AI-enabled system
(Khosrowjerdi, 2016), relevance of technical system quality
(e.g., reliability) and information quality (e.g., credibility) to
users (Thielsch et al., 2018), as well as usefulness of an AI-
enabled system to its users (Foehr & Germelmann, 2020). In
general, user expectations of an AI-enabled system might not

be aligned with the intention of the system’s investors and
developers (Lee et al., 2021). This might result in the system
being operated in a way that was unforeseen by investors or
developers, hitting and missing the target user expectations.
The mismatch between user expectations and experiences was
suggested to be a risk to user trust and needed to be
addressed, especially when users were heavily dependent on
specific AI-enabled systems (Lee et al., 2021; Thielsch
et al., 2018).

For user judgement and perceptions, the key elements
found to be affecting user trust in an AI-enabled system
included perceived credibility (e.g., expertise, honesty, repu-
tation, and predictability), risk (i.e., likelihood and severity
of negative outcomes), and ease of use (e.g., searching,
transacting and navigating) (Corritore et al., 2012; Foehr &
Germelmann, 2020) as well as perceived benevolence, integ-
rity and transparency (Elkins & Derrick, 2013; H€oddinghaus
et al., 2021). Importantly, it was found that the relatability a
user felt to an AI-enabled system determined the user’s trust
in the system (Thielsch et al., 2018; Zhang, Genc, et al.,
2021). If user trust was to be fostered, the studies suggested
that a focus was needed to increase user relatability to and
understandability of an AI-enabled system’s rationale and
performance.

Table 5. Continued.

Title (alphabetically)

User trust (N¼ 23 articles)

Socio-
ethical considerations

(N¼ 8 articles)

Technical and
design features
(N¼ 12 articles)

User characteristics (N¼ 22 articles)

Inherent characteristics
(N¼ 3 articles)

Acquired
characteristics
(N¼ 3 articles)

Attitudes
(N¼ 10 articles)

External variables
(N¼ 5 articles)

Privacy and trust attitudes in the
intent to volunteer for data-
tracking research
(Smith, 2016)

�

The automation of leadership
functions: would people trust
decision algorithms?
(H€oddinghaus et al., 2021)

� � �

The effect of anthropomorphism
on investment decision-
making with robo-advisor
chatbots (Morana et al., 2020)

� �

The interplay between emotional
intelligence, trust, and gender
in human-robot interaction: a
vignette-based study (Law
et al., 2021)

�

The sound of trust: voice as a
measurement of trust during
interactions with embodied
conversational agents (Elkins
& Derrick, 2013)

� � �

Effect of AI explanations on
human perceptions of
patient-facing AI-powered
healthcare systems (Zhang,
Genc, et al., 2021)

� �

Trusting me, trusting you:
evaluating three forms of
trust on an information-rich
consumer review website
(Duffy, 2017)

� �

Trust and distrust in information
systems at the workplace
(Thielsch et al., 2018)

� � �
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3.2.3.4. User external variables (i.e., initial interactions,
user interactions, cognitive load levels, time and usage).
When an AI-enabled system was introduced to a potential
user through the user’s close relatives, friends or partner,
the potential user typically used this opportunity to collect
information regarding the system’s benevolence, ability, and
integrity (Foehr & Germelmann, 2020). In this study, the
potential users were aware that they were introduced to an
AI-enabled system by their close relatives, friends or partner
(Foehr & Germelmann, 2020). Importantly, initial trust was
likely to be fostered as well. In review-based recommender
systems, the quality of user interactions on an AI-enabled
system’s platform was found to be a determinant of user
trust (Duffy, 2017; Lin et al., 2019). For example, perceived
similarities between users (e.g., preferences and interests)
were taken into consideration when evaluating others’
reviews (Duffy, 2017; Lin et al., 2019). Creating an effective
environment where users were willing to exchange social
support and share high-quality reviews was suggested as cru-
cial to foster and maintain user trust (Lin et al., 2019).
Another important determinant of user trust was the user’s
cognitive load when interacting with an AI-enabled system
(Zhou et al., 2020). When under a low cognitive load, the
user was more willing to trust a system enabled by a greater
availability of the user’s cognitive resources which allowed
more confidence and willingness to analyze and understand
the AI-enabled system.

One study found that user trust increased as more time
was spent interacting with an AI-enabled system (Elkins &
Derrick, 2013), likely as a result of understanding the system
better and thus perceiving it had greater integrity (Elkins &
Derrick, 2013; Lee et al., 2021). The study used an
Embodied Conversational Agent (ECA) to ask participants 4
blocks of four questions, a total of 16 questions, similar to
those screening questions asked at airports. Participants then
were asked to rate their perceived trust of the ECA inter-
viewer after each block of questions. After quantifying the
trust ratings, the findings showed that user trust increased
after each block of questions, regardless of the initial trust
rating. User trust was thus suggested as multidimensional
and continuous, and that human-system interactions were
crucial to user trust development (Elkins & Derrick, 2013).
Finally, usage was suggested as a reliable predictor of user
trust; the more a user used an AI-enabled system, the more
they trusted the system (Yan et al., 2013).

3.3. RQ3: How is user trust in AI-enabled
systems measured?

A total of 16 studies (69.56%) used a survey either alone or
in a combination with an interview or a focus group to
measure user trust (Table 6). Of the 16 studies, 12 (75%)
developed their own questionnaires, two (12.5%) developed
their own as well as used previously developed question-
naires, and two (12.5%) used previously developed question-
naires. One of the 12 studies that developed their own
questionnaires used it as a pre-survey to collect participant
demographic characteristics and one study developed a

questionnaire to collect participant preferred design options.
Qualitative methods (e.g., interviews and/or focus groups)
were the second most common methods used to measure
user trust in six studies (26.09%), either as a stand alone or
in combination with another method.

Twenty articles included participants in their studies, in
which the number of participants ranged from 21 to 3423
participants (M¼ 326.80). Fourteen articles reported gender
of the participants (range: 23.08–61.86% females;
M¼ 45.62% females), and two articles reported 4% (Zhang,
Genc, et al., 2021), 0.51% and 0.71% (Law et al., 2021) of
gender claimed as other than male or female.

4. Discussion

This systematic literature review has identified 23 empirical
studies which investigate how user trust is defined, factors
influencing user trust, and methods for measuring user trust
in AI-enabled systems. This section will discuss each
research question separately.

4.1. RQ1: How is user trust in AI-enabled
systems defined?

Of 23 studies, only seven explicitly define trust, while eight
conceptualize it and the remaining nine provide neither.
This is likely due to trust being an abstract concept that can
be relatively difficult to define or generalize (Gebru et al.,
2022; Gulati et al., 2019; Sousa et al., 2016), with dynamic
characteristics, meaning that trust can change over time and
in different contexts and situations (Elkins & Derrick, 2013).
The difficulty in defining trust is reflected by findings that
only one of the 23 included studies develop their own trust
definition (Yan et al., 2013), whereas six studies use Mayer’s
and Lee and See’s trust definitions (Lee & See, 2004; Mayer
et al., 2006).

This finding confirms that there is more than one way to
describe trust. Nevertheless, we propose that instead of pur-
suing better trust definitions or comparing which definitions
are better, it is probably more beneficial to select the most
appropriate trust definition according to the context, for
example, based on the level of risk an output may affect a
user. Mayer’s trust definition, for example, may be able to
provide a more accurate depiction of user trust in an AI-
enabled system in which the output can have a significant
personal impact to the user (e.g., personal finance, health).
Whereas Lee and See’s may be more accurate to be used for
outputs that have a less personal impact to the user
(e.g., complex information systems at workplace). The
more accurate a trust definition is being used in specific
contexts, the easier it is to understand user trust and factors
influencing it.

4.2. RQ2: What factors influence user trust in AI-
enabled systems

The first key finding is that user characteristics dominate
the findings, reinforcing the importance of continuous
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user involvement from system development through to
the implementation and monitoring of AI-enabled sys-
tems (Khosrowjerdi, 2016; Klumpp & Zijm, 2019). The
second key finding is that user trust can increase over
time due to more user-system interactions (Elkins &
Derrick, 2013; Lee et al., 2021), suggesting that low initial
user trust is not fixed and can be improved. This finding
highlights the importance of the user-AI interactions as a
factor to foster user trust over time (Glikson & Woolley,
2020). It is likely that the interactions allow users to
adjust their expectations and familiarize themselves to the
system, resulting in increased trust in the system (Lee
et al., 2021). For example, one included study that investi-
gates how stakeholders of a cryptocurrency chatbot
experience trust through the bot, found that the partici-
pants (users and developers) would start trusting the bot
after initial interactions with the bot as part of “a journey”
to discover the bot’s features (Lee et al., 2021).

The third key finding is that different factors influence
user trust based on different contexts and different char-
acteristics of the users and systems. This highlights the
importance of selecting and tailoring features of the sys-
tem according to the targeted user group’s characteristics
and attributes. For example, technical and design features
found to influence user trust can guide AI-enabled system
design strategy (Weitz et al., 2021), as well as determining
which technical and design features should be emphasized
according to contexts and goals of the system tasks (Rheu
et al., 2021). User characteristics evident to influence user
trust can be used to optimize which AI-enabled systems,
or their features, fit best for specific types of users. For
example, user inherent characteristics can be used as a
basis to determine which AI-enabled systems are the best
fit and to adjust and improve the system design according
to the inherent characteristics of a target group (Duffy,
2017; Morana et al., 2020; Zhou et al., 2020). Whereas,
interventions such as user empowerment to foster, main-
tain or regain user trust in AI-enabled systems can be
targeted specifically to improve user attitudes, experiences
and external variables (i.e., factors that are more dynamic
and open for change than those of user inherent charac-
teristics) (Smith, 2019).

The fourth key finding is that socio-ethical considera-
tions can pave the way in making sure that the environ-
ment where user-AI interactions happen is sufficiently
conducive for these interactions to develop into trusted
relationships (O’Sullivan et al., 2019). For example, the
importance of explanations of AI-enabled systems have
been consistently mentioned (Barda et al., 2020; Glikson
& Woolley, 2020; O’Sullivan et al., 2019; Zhang, Bengio,
et al., 2021), highlighting their potential role to improve
user experiences and attitudes. Additionally, the findings
show that there is still a significant challenge in setting
up ethical-legal boundaries for usage of AI-enabled sys-
tems due to, for example, a gap between regulations and
practices. In this case, a collective, multidisciplinary effort
to close this gap is urgently needed (Hagendorff, 2020;
Shneiderman, 2020c).

4.3. RQ3: How user trust in AI-enabled systems
is measured

Over two-thirds (69.56%) of the included studies devel-
oped and used their own questionnaires to measure user
trust (Table 6), illustrating that surveys are found to be
the most common method to measure user trust.
Qualitative methods (e.g., interviews or focus groups) were
the second most used methods for measuring trust.
Although qualitative methods are the most appropriate
method to explore complex topics such as trust (Barda
et al., 2020; Klumpp & Zijm, 2019), the caveat is that
results are harder to compare than those of quantitative
methods (e.g., surveys) and susceptible to varied interpre-
tations. Nevertheless, these findings highlight different
tools to measure user trust and are stated as a concern
(Glikson & Woolley, 2020; Gulati et al., 2019). The con-
cern relates to the fact that if user trust can be under-
stood and measured in different ways, then being able to
build upon the concept becomes challenging. A validated
tool that allows empirical measurement of user trust
across environments and contexts (Schepman & Rodway,
2022), such as the 12-item Human-Computer Trust Scale
(HCTS) by Gulati et al. (2019), may be used to address
this concern. Without doubt, more studies measuring and
thus providing a more complete picture of user trust in
AI-enabled systems are needed.

4.4. Limitations

This study has several limitations. First, the 23 identified
studies have different contexts and some are rather specific.
As such, generalization of findings may not be feasible and
should be done with caution. Second, it is likely that there
are trust definitions other than the ones identified from the
23 included studies. Third, our search terms may be per-
ceived as too narrow and may have resulted in other poten-
tially relevant studies being excluded. Nevertheless, the
search terms still capture various types of AI-enabled sys-
tems used in different disciplines where the user-AI relation-
ship is the focus. Fourth, our review does not include grey
literature, which may have resulted in the exclusion of other
potentially relevant work.

5. Conclusions and future aims

The user trust definitions, influencing factors, and measure-
ment methods are crucial topics to be further explored as
user trust in AI-enabled systems has been increasingly rec-
ognized and proven as a key element to foster adoption
(Jacovi et al., 2021; Shin, 2021). Future studies should inves-
tigate and evaluate trust concepts and their applications in
specific contexts with AI-enabled systems. Although several
factors are found to influence user trust, it is still unclear how
these factors fit to distinct types of users and contexts and/or
change over time. The factor of time needs to be specifically
investigated further and in greater detail to understand how
influencing factors play a role at different points of time, and

12 T. A. BACH ET AL.



how user-AI interactions evolve into user-AI relationships.
Surveys, interviews and focus groups, the most common
methods found to measure user trust, are dependent on user
perceptions that can be argued as being relatively subjective.
Future research may explore other methods, possibly in add-
ition to quantitative or qualitative methods, such as using
psychophysiological signals (Barda et al., 2020; Gebru et al.,
2022; Klumpp & Zijm, 2019), to gather a more objective
insight towards understanding user trust in AI-enabled sys-
tems. Approximately half of the studies included in this
review were conducted in the USA and Germany, highlight-
ing that future research should be conducted in more diverse
geographical locations to help understand how cultural fac-
tors influence user trust in AI-enabled systems (Jobin et al.,
2019; Mohapatra & Kumar, 2019; Rheu et al., 2021).

Our findings highlight that fostering user trust in AI-
enabled systems requires involvement from a multidisciplin-
ary team from the early concept and ideation phases, as has
also been suggested by other similar studies (Mohapatra,
2021; Panda & Mohapatra, 2021). Such a team should
involve not only AI-enabled system developers, designers
and target users, but also individuals with ethics, legal,
behavioral, social sciences, and domain/industry expertise
(Dwivedi et al., 2021). Integrating target user characteristics
into technical and design development of AI-enabled sys-
tems needs to consider which characteristics are inherent,
acquired, attitudes and external variables. This is because
inherent user characteristics, for example, are less likely to
change compared to user attitudes, thus requiring the sys-
tems to be adjusted accordingly. In contrast, user attitudes
and external variables, for example, are probably more
responsive to efforts to improve user experience (Zhang,
Genc, et al., 2021). Ensuring quality interactions between
users and AI-enabled systems requires adjusting the envir-
onment where these interactions happen by, for example,
setting up mechanisms to foster, maintain and recover user
trust. Importantly, efforts to calibrate the user-AI relation-
ship requires finding the optimal balance that works for not
only the user but also the system (DiSalvo et al., 2002; Fink,
2012; Gebru et al., 2022; Shneiderman, 2020b). This is
because “we still believe that robots – as well as humans –
need to be authentic in the way they are, to be ‘successful’
in a variety of dimensions.” (Fink, 2012, p. 205).
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